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Abstract

The *Lockean Thesis* says you must believe *p* iff you’re sufficiently confident of it. On some versions, the ‘must’ asserts a metaphysical connection; on others, it asserts a normative one. On some versions, ‘sufficiently confident’ refers to a fixed threshold of credence; on others, it varies with proposition and context. Claim: in one of these forms or another, the Lockean Thesis follows from *epistemic utility theory*—the view that norms of rationality are constrained by the norm to promote accuracy. More: epistemic utility theory meshes with natural language considerations to yield a Lockean picture of beliefs that helps to model and explain their role in inquiry and conversation. Your beliefs are your *best guesses* in response to the contextual priorities you face. In this respect epistemic utility theory and natural language are jointly illuminating: each can be used to study the other.

Upshot: we have a new approach to the epistemology and semantics of belief. And it has teeth. It implies that the role of beliefs is fundamentally different than many have thought, and in fact supports a metaphysical reduction of belief to credence.

*Question.* You ask me if I think Bob’s in his office, and I reply that I’m confident he is. Have I answered your question? Have I told you what I think? Some theorists say “No”: there’s a further attitude that I might take—belief—and telling you that I have high credence doesn’t settle the question of whether I believe.¹ The *Lockean Thesis* disagrees: I must believe he’s in his office iff I’m sufficiently confident he is.² But that claim is multiply ambiguous. (1) The ‘must’ could assert either a *metaphysical* or a *normative* connection: perhaps belief reduces to high credence; or perhaps they are distinct attitudes which simply ought to be in harmony. (2) The ‘sufficiently confident’ could refer to either a *fixed* or *variable* threshold of credence: perhaps there is a single threshold such that I believe iff my credence is above that threshold; or perhaps the threshold can vary with proposition and context. Mix and match these distinctions as you like—they are all versions of the Lockean Thesis as I will understand it.

*Method.* You ask me if you should be more confident that Linda is a bank teller than


²Sturgeon (2008), Foley (2009), Demey (2013), and Leitgeb (2013, 2014) defend versions of this view.
that she's a feminist bank teller, and I reply that you know that doing so will make you most accurate. Have I answered your question? Have I told you what you should think? Some theorists say “No”: there’s a further question—one of rationality—and knowing that an attitude maximizes accuracy doesn’t settle the question of whether it’s rational.\footnote{E.g. Berker (2013), Greaves (2014), and Carr (ms).} Epistemic utility theory disagrees: I have answered your question because norms of rationality are constrained by the norm to promote accuracy.\footnote{See Pettigrew (2013a) for a helpful overview. For some examples of the research program in action, see Joyce (1998, 2009), Greaves and Wallace (2006), Predd et al. (2009), Leitgeb and Pettigrew (2010), Easwaran (2013), Pettigrew (2013b, 2014, 2016), and Schoenfield (2016a,b).}

Claim: Epistemic utility theory entails that the Lockean Thesis—in one form or another—is true. More: it meshes with natural language considerations to yield a new Lockean picture of beliefs that helps to model and explain their role in inquiry and conversation. On this picture, your beliefs are your best guesses in response to the contextual priorities you face. In this respect epistemic utility theory and natural language are mutually illuminating: each can be used to study the other. Upshot: we have a new approach to the epistemology and semantics of belief. And it has teeth. It implies that the role of beliefs is fundamentally different than many have thought, and in fact supports a metaphysical reduction of belief to credence.

Plan: after some motivation from natural language, we’ll tour the credence-based factory that’s standardly used by epistemic utility theorists (§1). Next, we’ll find that applying this standard machinery to beliefs yields a strong form Lockeanism (§2). Then it’s time to adjust the knobs and dials: letting go of one of the standard assumptions (“Extensionality”) is independently motivated and leads to a form of variable-threshold Lockeanism, and we can drop the other one (“Separability”) without loss (§3). This yields our new Lockean picture of belief. In closing, we’ll explore its epistemological and metaphysical significance (§4).

1 The Factory

1.1 Should We Strike?

I say epistemic utility theory entails that high credence suffices for belief. But some will reply that this is a reductio of that theory—an example of what happens when we allow a formal framework to outstrip good sense. Haven’t we learned from lottery cases that high credence—no matter how high—doesn’t suffice for belief? Here’s your ticket; there are 1000 others. Should you believe yours will lose? Orthodoxy says “No”: you should simply believe it’s likely to lose. Why’s that? Well, here things get messy. Maybe it’s because believing $p$ is ruling out $\neg p$ (Hintikka, 1962); or because beliefs require more than
statistical evidence (Buchak, 2014); or because beliefs aim at knowledge (Williamson, 2000); or because beliefs are what hold in the most normal possibilities compatible with your evidence (Stalnaker 2006; Smith 2016; Goodman and Salow forthcoming); or because beliefs are what you rely on as premises in reasoning (Frankish, 2009; Ross and Schroeder, 2014); or because beliefs are what you could conditionalize on without affecting your behavior (Weatherson, 2005). Regardless, you just shouldn’t believe you’ll lose.

I must admit, I used to agree. But then Hawthorne et al. (2016) helped me see that natural language offers a very different picture of belief—one that fits well with Lockeanism. In this section we’ll focus on the modest point that Lockeanism is not a nonstarter. In §3.1 we’ll see further that a plausible form of epistemic utility theory meshes with natural language in a variety of more subtle and interesting ways—including allowing the threshold for some beliefs to fall below \( \frac{1}{2} \).

To begin, we’d be well-served to follow Hawthorne et al. (2016) in focusing on judgments using ‘think’ instead of ‘believe’, since the former is much more common in natural language. (Skeptical? Record some conversations and count. My tally: ‘think’: 95; ‘believe’: 3.) Moreover, philosophers often use ‘believe’ in a semi-technical way—flagged by jargon like “full belief” and “outright belief.” Thus the judgment that “You shouldn’t believe your ticket will lose” may be theoretically loaded. What happens when we change the verb?

First, Hawthorne et al. (2016: 1398) point out that—contra a natural first thought—‘think’ does not express a weaker state than ‘believe.’ If it did, then it would make sense to affirm the former and deny the latter; but it doesn’t:

\[(3) \quad \text{Tim thinks it’ll rain, but } \{ \text{he doesn’t believe it’s not as if he believes} \} \text{ it will.} \]

(Contrast: ‘Tim thinks it’ll rain, but he doesn’t know it will.’) This suggests that if you think \( p \), you’d better believe it. The converse holds as well:

\[(4) \quad \text{Tim believes it’ll rain, but } \{ \text{he doesn’t think it’s not as if he thinks} \} \text{ it will.} \]

The natural hypothesis, if we take the data at face value, is that you think \( p \) iff you believe it.

With this in mind, let’s assess Lockeanism using ‘thinks’ in place of ‘believes.’ First, note that it makes no sense to express high credence and deny belief:

\[(5) \quad \text{It’ll probably rain, but } \{ \text{I don’t think it’s not as if I think} \} \text{ it will.} \]

This suggests that having high credence in rain requires thinking (hence believing) it. Similarly:

\(^5\text{In hearing these sentences be sure not to put stress/emphasis on them, for doing so affects the semantic values of their parts—witness the acceptability of ‘I believe you didn’t cheat... but I don’t believe it.’}\)

\(^6\text{Compare to Hawthorne et al.’s (2016: 1401) data point (9). I think the judgment on (5) is clearer.}\)
(6) I think it’ll rain, but \{it’s not as if it’s not\} likely to.

This suggests the converse: thinking suffices for having high credence.

More generally, we are happy to make conclusions about what to “think” based on merely statistical evidence—as predicted by Lockeanism. You’re wondering whether it will rain? Seeing that there’s a 70% chance, I reply, ‘I think it will.’ Most people like starfruit, though few have tried it. You ask me what I’m eating and I reply, ‘It’s a starfruit—try it, I think you’ll like it.’ Student Steve asks Professor Peterson about a class. Knowing only that 90% of students get good grades—she replies, ‘I think you’ll find it manageable.’ Hopeful Holly clutches her lottery ticket, waiting for the numbers to fall. Alas, I think her ticket will lose. Don’t you? Examples could be multiplied. We are constantly having to figure out what to think based on merely statistical, inconclusive evidence—and outside the philosophy room we do so without pause or compunction.

...Or at least that’s what I want to suggest. The interested reader is referred to Hawthorne et al. (2016) (and below, in §3.1) for further discussion of these semantic points. At this stage my claim is the modest one that Lockeanism is not absurd—the formal argument I’m about to give is not divorced from common sense.

1.2 Epistemic Utility Theory

So our conclusion isn’t absurd—how do we reach it? Epistemic utility theory: a research program started by Rosenkrantz (1981), Oddie (1997), and Joyce (1998) that attempts to justify norms of rationality using the constraint that they must promote accuracy. Two core assumptions.

(1) First, there is a distinctive kind of epistemic value—a degree to which a given doxastic state is epistemically good or bad (for a given agent, in a given context) at a given possible world. We’ll make the traditional (but arguably inessential) assumption that it’s a metric of accuracy. Model it using a utility function \(U\) that takes a doxastic state \(D\), a set of propositions \(\mathcal{P}\), a world \(w\), and outputs \(D\)’s epistemic utility (accuracy) with respect to \(\mathcal{P}\) at \(w\): \(U(D, \mathcal{P}, w)\). Our understanding of accuracy can then be used to justify various constraints that \(U\) must meet (Joyce, ms, §6)—for instance, it should increase as I become more confident in truths.

(2) Our second core assumption is that the norms of rationality are constrained by the norm to try to promote accuracy. Two parts to this. (2.1) We say agents should “try” to promote accuracy because this is a theory of subjective obligation—of what you should do, given the information you have. Though it remains implicit in many discussions, this point is highlighted by the fact that \(U\)—the metric of objective value—measures accuracy. Yet no one ever thought that rationality requires your beliefs to be accurate. Instead, it requires adopting methods that are expected to be conducive to this end—that promote accuracy by your own lights.
To say rational norms are “constrained” by promoting accuracy means that if a norm can be derived purely from considerations of accuracy, then it’s a rational norm. The basic idea is that rationality—whatever else it is—must be an optimal guide to truth; thus we should start with accuracy in theorizing about it. This has a methodological upshot: in setting up our framework we should not impose any external constraints on the class of doxastic alternatives that an agent is selecting from. For instance, we do not want to stipulate that the class of credence functions includes only probabilistic ones, for we want to see whether accuracy alone will get us there. Generalizing, call this an **Accuracy First** methodology: we should leave open a wide class of doxastic alternatives, since we want to derive norms from accuracy alone. Again, Accuracy First is rarely stated, but it’s implicit in the way epistemic utility theorists set up their frameworks and paint the big picture of what they are trying to do.

(Accuracy First is crucial, and explains why I do not say Hempel (1962), Levi (1967), and Maher (1993) are founders of epistemic utility theory. They too ask what to believe given your epistemic values. But—crucially—they reject Accuracy First, instead imposing external bounds on the class doxastic states. Example: they all endorse deductive closure on beliefs. This constraint is not motivated by considerations of accuracy, and is the reason—in fact, the only reason—why they do not end up with Lockeanism.)

So we have our machinery in place. To get a grip on how it works and the assumptions we’ll need, let’s try our hand at an example. Consider Rational Rachael, who assigns credences to a set of propositions $P$ modeled as subsets of a (finite) set of worlds $W$. Suppose we want to explain why her credences are probabilistic. Accuracy First requires us to start with a wide range of credence functions as doxastic alternatives—say, every function from propositions to real numbers. The goal is to argue that only the probabilistic ones respect the norm to promote accuracy.

To do this we have to motivate some constraints on $U$; the following three are standard. First, it should be **proper**:

**Propriety:** A probabilistic credence function $Cr$ expects any other particular credence function $Cr^*$ to be less accurate than itself.

That is, if Rachael has probabilistic credences $Cr$ and $U$ is proper, then she won’t expect another particular credence function $Cr^*$ to be more accurate than her own. If $U$ were improper then she’d be in a bizarrely unstable state, for in trying to maximize accuracy she’d have to change her credences based on no evidence (cf. Gibbard 2008; but we won’t need Propriety for our Lockean results).

Second, $U$ should be **extensional**: the accuracy of Rachael’s credences with respect to $p$ depends only on (1) her credence in $p$ and (2) $p$’s truth-value. This is because, intuitively, $U$ is a distance metric—a measure of how close Rachael’s credences are to the truth. Consider: the distance between her left foot and the nearest spider depends
only on (1) where she puts her left foot and (2) where the world puts the spider. Likewise: the distance between her credence and the truth-value depends on only (1) where she puts her credence and (2) where the world puts the truth-value. Formally:

**Extensionality**<sub>Cr</sub>: For any p, q: if \( Cr(p) = Cr(q) \) and p and q have the same truth-value, then \( U(Cr, \{p\}, w) = U(Cr, \{q\}, w) \).

Rachael has .7 credence in both *Nearby Spider* and *Nearby Snake*, and in fact both are true—there are spiders and snakes nearby. Suppose her accuracy for *Nearby Spider* is 8.4. Can we guess her accuracy for *Nearby Snake*? 8.4, according to Extensionality<sub>Cr</sub>.

Finally, U should be separable: the accuracy of Rachael’s credences with respect to a set of propositions \( \{p_1, ..., p_n\} \) is the sum of its accuracy with respect to each member of the set. Consider: the distance she’d have to move her feet to stand on the spider and snake is the sum of the distances between (1) her left foot and the spider and (2) her right foot and the snake. Likewise: the distance she’d have to move her credences to hit on the truth of p and of q is the sum of the distances between (1) her credence in p and its truth-value and (2) her credence in q and its truth-value. Formally:

**Separability**<sub>Cr</sub>: \( U(Cr, \{p_1, ..., p_n\}, w) = \sum_i U(Cr, \{p_i\}, w) \)

Rachael is wondering how accurate her views on *Nearby Spider* and *Nearby Snake* are. I tell her how accurate they are for *Nearby Spider* and how accurate they are for *Nearby Snake*. Have I answered her question? Yes, according to Separability<sub>Cr</sub>.

Propriety, Separability, and Extensionality have become the “standard operating procedure” assumptions about U, so let’s suppose it obeys them. Our final step is to clarify the sense in which Rachael can be modeled as “trying to promote accuracy.” At a bare minimum she must never adopt a dominated state: a state \( D \) that she knows is no more accurate than a different state \( D^* \), and which for all she knows might be less so. Combining this injunction with a proper, separable, and extensional U suffices to show that she’s probabilistic (Predd et al., 2009).

But dominance is a special case. It arises from requiring Rachael to promote U by her own lights—to try to promote U. What does this come to generally? Presumably that she must select an option she estimates will best promote U. Note that such estimates are judged on a “closeness counts” metric: if there are 63 jellybeans in the jar, then my estimate of 58 is worse than your estimate of 59—even though neither of us were exactly right. Using such a “closeness counts” metric, we can prove (given a proper, separable, extensional scoring rule) that Rachael’s estimate of U must equal her mathematical expectation of U, calculated using her credences—on pain of dominance.

---

7They are all assumed by Joyce (1998), Predd et al. (2009), Leitgeb and Pettigrew (2010), Easwaran (2013), Pettigrew (2013b) and Briggs (ms).
8Thanks to [XXX] for pointing this out to me. The original idea is due to de Finetti (1974), but
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This is a weighted average of the accuracy of $D$ across worlds, with weights determined by how confident she is that those worlds are actual. Formally:

$$ExU(D, P) = \sum_w (Cr(w) \cdot U(D, P, w))$$

Example: if she’s $\frac{3}{4}$ confident that $D$ has utility 4, and $\frac{1}{4}$ confident that it has utility 1, then its expected utility is 3.25.

To promote accuracy by her own lights, Rachael must select a state that maximizes expected accuracy according to her credences:

**Maximize Expected Utility:** Given credences $Cr$, a doxastic state $D$ is rational only if $ExU(D, P) \geq ExU(D^*, P)$ for every other $D^*$.

This norm is standard. But we needn’t appeal to orthodoxy: the above-mentioned proof suggests that Maximize Expected Utility is part and parcel with our core requirement to promote epistemic value by your own lights. If it wouldn’t be rational for Rachael to maximize $ExU$, then (by the above-mentioned proof) she shouldn’t do what she estimates will best promote $U$—which just shows that $U$ wasn’t the correct metric of epistemic value in the first place.

2 Fixed Lockeanism

The epistemic utility factory has primarily dealt with credences, so our first step is to make it work for beliefs. The assumptions we’ll start with are Accuracy First, Extensionality, Separability, and Maximize Expected Utility. In this section we show that translating them to apply to beliefs yields a normative, fixed Lockean Thesis: rational agents have a threshold $t$ such that they believe a given proposition iff their credence in it is above $t$. The next section broadens this result: dropping Extensionality and Separability yields a normative, variable Lockean thesis, wherein the threshold varies with proposition and context.

But first let’s situate our argument, since some theorists have engaged in similar projects. In particular, Easwaran (2016) has some very similar formalism—my Theorem 1 and Corollary 2 are identical to two of his results (see his sections 3.2 and G.2; he proved them first). Three key differences. First, I provide a new picture for why we should drop Extensionality, and explore how the resulting view meshes with natural language to yield a new picture of belief. Second, I argue that we can drop the (seemingly)
essential assumption of Separability (cf. Easwaran, 2016, §D). Third, philosophically we are going in opposite directions. Easwaran is attempting to reduce talk of credences to talk of beliefs; I’m trying to do the opposite. So whereas my project can be seen as an extension of the epistemic utility research program, Easwaran’s cannot—in rejecting the independent existence of credences he’s rejecting the foundations of that program. Thus for me the assumptions are motivated by my background picture, while for Easwaran they must stand on their own. Perhaps they can—but it’s worth exploring a different approach to such formal results connecting belief and credence.

So our conclusion isn’t absurd, and it’s not old news—time to see how we get there. Consider Rational Rachael; we want to prove she’s a Lockean. Our story begins—as these stories often do—by letting the idealizations rip. (But bear with me: in §4.1 I’ll suggest we can drop them.) So suppose Rachael has a probabilistic credence function \( C_r \) defined over a set of propositions \( \mathcal{P} \), the subsets of (finite) \( W \). We’re interested in her belief-state \( B \)—the set of propositions she believes. It encodes all her relevant attitudes: if she believes \( p \), then \( p \in B \); if she disbelieves \( p \), then \( \neg p \in B \); and if she suspends judgment on \( p \), then \( p, \neg p \notin B \). Accuracy First says there are no external requirements on \( B \)—it need not be consistent, or deductively closed, or nonempty.

We have Rachael’s beliefs; what do they aim at? Epistemic utility theory says: Accuracy! Beliefs aim to be true, and to avoid being false. This motivates translations of the two standard constraints on \( U \) we’ll need—Separability and Extensionality.

First, Separability: the accuracy of Rachael’s beliefs for a set of questions is the sum of her accuracy for each member of the set. Consider: her score on the exam is the sum of her scores on each question. Likewise: the overall accuracy of her beliefs for a set \( \{p_1, \ldots, p_n\} \) is the sum of her accuracy for each \( p_i \). Formally:

\[
\text{Separability}_B: \ U(B, \{p_1, \ldots, p_n\}, w) = \sum_i U(B, \{p_i\}, w)
\]

This is a direct translation of Separability \( C_r \), above.

Second, Extensionality: the accuracy of Rachael’s beliefs about \( p \) depends only on (1) her attitude towards \( p \) and (2) \( p \)'s truth-value. She could either believe (b), suspend (s), or disbelieve (d), and \( p \) could be either true (t) or false (f); so there are six options: \( bt, df, st, sf, bf, dt \). But she disbelieves \( p \) iff she believes \( \neg p \), and \( p \) is true iff \( \neg p \) is false; so disbelieving a falsehood is believing a truth (\( df = bt \)) and disbelieving a truth is believing a falsehood (\( dt = bf \)). Moreover, it’s no better or worse to suspend judgment on truths than falsehoods (\( st = sf \)). The six become three: \( bt=df, st=sf, bf=dt \). So Extensionality requires \( U \) to take one of three values for a proposition, depending on whether Rachael believes it truly, suspends, or believes it falsely. Call these values \( T \), \( S \), and \( F \), respectively. (Easwaran’s notation: \( R \), 0, and \( W \).)

Plausibly, suspending judgment is neither accurate nor inaccurate: \( S = 0 \). What about \( T \) and \( F \)? They correspond to what William James called our two “great com-
mandments as would-be knowers” (1897: §§VII). His claim was that “Be accurate!” actually breaks down into two separate injunctions: (1) “Seek truth!”, and (2) “Avoid error!” Rachael could fully satisfy (1) by believing everything, and fully satisfy (2) by believing nothing: we only get an accuracy metric once we weigh these factors against each other. In particular, there’s no need to assume that $|T| = |F|$; so what constraints should these values obey? A true belief is more accurate than suspending judgment, which itself is less inaccurate (more accurate) than a false belief: $T > 0 > F$.

Moreover, it’s plausible that (contra James) Rachael will be doxastically conservative: she’ll avoid error more fervently than she’ll seek truth. Why? Well here’s a fair coin—does she believe it’ll land heads? Or tails? Or both? Or neither? Clearly neither. But if she cared more about seeking truth than avoiding error, why not believe both? She’d then be guaranteed to get one truth and one falsehood, and so be more accurate than believing neither! Yet believing both is not as accurate as believing neither—so belief is conservative. Upshot: we impose a Conservativeness constraint to capture the sense in which Rachael has “more to lose” in forming a belief than she does to gain. That is, the jump in accuracy from suspending judgment ($S$) to believing a truth ($T$) is smaller than corresponding jump from believing a falsehood ($F$) to suspending judgment ($S$): $|T - S| < |F - S|$. Equivalently, when $S = 0$: $|T| < |F|$.

Upshot: Extensionality says that a belief-state gets one of three values for a given proposition: $T$ for a true belief; $F$ for a false belief; 0 for no belief. Formally:

**Extensionality$_B$:** \[ U(B, \{p\}, w) = \begin{cases} T & \text{if } p \text{ is true and believed} \\ F & \text{if } p \text{ is false and believed} \\ 0 & \text{if } p \text{ is not believed} \end{cases} \]

We can combine this with Separability$_B$ to determine Rachael’s accuracy for the question of whether $p$, i.e. $\{p, \neg p\}$. If she believes only the true proposition she gets accuracy $T$; if she believes only the false one she gets $F$; if she suspends judgment she gets 0; and if she believes both she gets $T + F$ (which, by Conservativeness, is less than 0).

Summing up: epistemic utility theory commits us to Accuracy First and Maximize Expected Utility; moreover, its accuracy-theoretic foundations seem—at a first pass—to motivate Separability$_B$ and Extensionality$_B$. So—at a first pass—epistemic utility theory commits us to a normative, fixed Lockean Thesis: there is a single threshold of credence $t$ (which turns out to be $t = \frac{-F}{T-F}$) such that Rachael must believe everything more likely than $t$, and must not believe anything less likely than $t$. Formally:

**Theorem 1.** (Easwaran, 2016, §3.2) Given a $\mathcal{U}$ that is separable and extensional, a belief-state $\mathcal{B}$ maximizes expected utility iff, for all $p$:

(i) If $p \in \mathcal{B}$, then $Cr(p) \geq \frac{-F}{T-F}$

(ii) If $p \notin \mathcal{B}$, then $Cr(p) \leq \frac{-F}{T-F}$
(See the Appendix for all proofs.) Why does this happen? Extensionalityₘ ensures that believing $p$ is an epistemic bet, which pays out $T$ if $p$ is true and costs $F$ if $p$ is false. When should Rachael take this bet? Maximize Expected Utility says: whenever the possible benefit ($T$) is likely enough that it’s worth the possible cost ($F$). (Example: if $T = 1$ and $F = -2$, the threshold is $\frac{2}{1+2} = \frac{2}{3}$.) Next, Accuracy First ensures that Rachael decides whether the bet is worth the risk for each proposition individually—deciding whether to bet on $p \land q$ is independent of whether to bet on $p$ and on $q$. Finally, Separabilityₘ ensures that this dynamic for individual propositions is maintained when all propositions are in view. Hence Lockeanism.

Conclusion: if we accept the standard assumptions of epistemic utility theory, we must accept a surprisingly strong Lockean Thesis—there is a single threshold for all beliefs! Most are inclined to accept these standard assumptions. Most are inclined to reject the conclusion. Something’s gotta give.

But first, a preemptive skirmish:

**Objection:** We’ve proved Lockeanism when $S = 0$; but why are we justified in assuming that suspending judgment has no value?

**Reply:** We aren’t; but we needn’t be. All the results generalize to the case where $S \neq 0$. See (Easwaran, 2016, §C) for the scrupulous details.

**Objection:** We’ve proved that the things in $\mathcal{B}$ are Lockean; but why are we justified in stipulating that the things in $\mathcal{B}$ are beliefs?

**Reply:** Because all we assumed about them was that they are scored with a categorical accuracy metric: positive value for truths; negative value for falsehoods; no value for neither. Whatever else beliefs are (dispositions to assert; premises in reasoning; best guesses; what have you), their value will be scored in this way. So whatever else beliefs are, they are Lockean.¹¹

## 3 Generalized Lockeanism

Plan: §3.1 argues that dropping Extensionalityₘ is well-motivated and leads to more plausible results; §3.2 argues that we can drop Separabilityₘ without loss.

¹¹Does this response over-generate? You might think (1) accepting $p$ and (2) ruling out $p$ fall on the same sort of scale, and must therefore be Lockean as well. But there are disanalogies. (1) Acceptance is acceptance-for-some-purpose—for example, I might accept that God is omnipotent for the purpose of debating with a theologian. Thus it and similar attitudes are infused with pragmatic value, so will be scored differently. (2) I’ll suggest in §4.1 that if ruling out is to play its intended theoretical roles, it must not be scored with a categorical accuracy metric. Thanks to an anonymous referee for help here.
3.1 Beyond Extensionality

Fixed Lockeanism is too strong: there are good reasons to think that the threshold for belief varies with proposition and context. Extensionality_B doesn’t allow for this. So much the worse for Extensionality_B.

Why think the threshold varies? As Hawthorne et al. (2016) point out, saying what people think is a shifty endeavor—first some rough-and-ready data. I’m about to flip this coin three times; do I think it’ll land heads at least once? Yup. (So the threshold must be below .875.) But a recent study concluded that there’s a .9 chance that a new fundamental particle—the gloson—exists; do I think the world contains glosons? Not yet—we need more data. (So the threshold must be above .9.) Horses A, B, and C are racing, with betting ratios of .45, .30, and .25, respectively. Who do I think will win? Horse A, of course! (So the threshold must be below .5 (Hawthorne et al., 2016; Goodman, ms).) What’s going on? Let’s look at an example more carefully.

Peterson’s class was harder than expected, so Steve is down in the dumps. How to cheer up? Case 1: Steve’s bought 480 tickets in the next 1000-ticket lottery; there are 520 other players with 1 ticket each. Who do I think will win? I think Steve will win. Taking my ascription at face value, I believe Steve wins but not Steve loses despite being less than 1/2 confident in the former and more than 1/2 confident in the latter (.48 < .52). This calls out for proposition-dependence in the threshold: in this context Steve wins has a lower threshold for belief than Steve loses.

Case 2: Steve’s bought 480 tickets, but Peterson’s bought the remaining 520. Who do I think will win? I think Peterson (not Steve) will win. Taking my ascription at face value, I don’t believe Steve wins, despite being just as confident in it (.48) as I was in Case 1. This calls out, further, for context-dependence in the threshold for believing this proposition—in Case 1 its threshold is below .48, while in Case 2 it is not.

We want to model and explain these natural language phenomena. Epistemic utility theory can help. First point: we should expect proposition- and context-dependence in the threshold for belief, given epistemic utility theory. Why? The threshold for believing something is generated from the value and disvalue of getting it right (T) and wrong (F). Yet it is independently plausible that the value of having a belief (an answer to a question) is a proposition- and context-dependent affair. A given inquiry is driven by a point, a purpose, a question—it is directed towards certain types of answers, and away from others. Thus different contexts of inquiry provide different epistemic priorities.

Example: Phyllis the Physicist is wondering whether black holes destroy information. I tell her that my garbage disposal destroys spoons. A truth, sure enough—but an unimportant one. It would be much more valuable (in this context) to learn that

\footnote{The cases are from Windschitl and Wells (1998), though they ask whether Steve will “probably” win. (Cf. Yalcin, 2010).}
black holes don’t destroy information. However across campus Dee the Detective is wondering how a murderer might destroy his murder weapon. I tell her that black holes don’t destroy information. A truth, sure enough—but an unimportant one. It would be much more valuable (in this context) to learn that my garbage disposal destroys spoons. Upshot: different contexts of inquiry make it more (epistemically) important to answer different questions.

Incorporating this into epistemic utility theory requires making $U$ proposition- and context-dependent. Does this make sense for a measure of accuracy? Yes (cf. Joyce, ms). Any measure of accuracy worthy of the name must have a preference for truths over falsehoods—but it needn’t be indiscriminate in that preference. Perhaps some questions (in some contexts) count more towards your overall accuracy than others. Recall the test analogy: Rachael’s score is a measure of the accuracy of her answers—it goes up for correct answers, down for incorrect ones. But different questions might contribute more or less to her overall score than others; and the same question might contribute more or less on different tests.

Likewise: Rachael’s $U$-score is a measure of the accuracy of her beliefs—it goes up for true beliefs, down for false ones. But different propositions might contribute more or less to her overall $U$-score than others, and the same proposition might contribute more or less in different contexts. Example: Rachael writes a report on Happy Pill Pharmaceuticals. At a chemistry conference it’s praised for its accuracy; at an economics conference it’s ridiculed for its inaccuracy. But the chemists and economists don’t disagree about the facts, nor about the content of the report—they just have different priorities about which questions this kind of report should get right.

Upshot: epistemic utility theory provides reason to expect the proposition- and context-dependence in belief-ascriptions which we see in natural language.

More: epistemic utility theory provides a concrete model for thinking about what happens in cases like Steve’s lottery. Context-dependence really requires nothing new, so I won’t wrap it in symbols. We simply acknowledge that $U$ is not an “ur-accuracy-metric” fixed for all time, but is instead generated within a given context by our priorities, interests, and questions. Since it will still obey the dynamics needed for Theorem 1 within any given context, we get a version of Lockeanism where thresholds for belief are generated by the (contextually-variable) values of $T$ and $F$.

Proposition-dependence is more interesting: $T$ and $F$ must be functions that take a proposition $p$ and output the value $T_p$ of truly believing it and the disvalue $F_p$ of falsely believing it.

---

13 For these purposes I intend to be neutral on whether we should give this a (strictly) contextualist vs. subject-sensitive invariantist implementation, in the sense of DeRose (2009) vs. Hawthorne (2003) and Stanley (2005). Empirical data about how we ascribe beliefs across contexts will be needed to decide. My best guess? Contextualism.
believing it (in a given context). That is, we now have a proposition-dependent $U$:

$$U(B, \{p\}, w) = \begin{cases} T_p & \text{if } p \text{ is true and believed} \\ F_p & \text{if } p \text{ is false and believed} \\ 0 & \text{if } p \text{ is not believed} \end{cases}$$

The upshot is a variable Lockean Thesis: for each proposition there’s a threshold of credence $t = \frac{-F_p}{T_p - F_p}$ necessary and sufficient for belief.\textsuperscript{14}

Formally:

**Corollary 2.** (Easwaran, 2016, §G.2) Given a $U$ that is proposition-dependent and separable, a belief-state $B$ maximizes expected utility iff, for all $p$:

(i) If $p \in B$, then $Cr(p) \geq \frac{-F_p}{T_p - F_p}$

(ii) If $p \notin B$, then $Cr(p) \leq \frac{-F_p}{T_p - F_p}$

The flexibility granted by Corollary 2 allows us to generate a concrete model of what happens in our lottery cases. Recall Case 1: Steve has 480 tickets and 520 other players have 1 ticket each; when asked, “Who do you think will win?” I answer, “I think Steve will win.” Proposal: asking a question (posing a new stage of inquiry) is a way of shifting epistemic priorities; in particular, it shifts the values of $T_p$ and $F_p$ for various propositions.

Model it thus. Suppose that before the question is asked the (dis)value of believing propositions of the form $x$ wins and $x$ loses ($= \neg(x$ wins)) are the same. Say $T_{x\text{ wins}} = T_{x\text{ loses}} = 1$ while $F_{x\text{ wins}} = F_{x\text{ loses}} = -2$, generating thresholds at $\frac{2}{1+2} = \frac{2}{3}$; therefore I believe neither that Steve will win nor that he’ll lose (since $\frac{2}{3} > .48$, .52). Then you ask “Who do you think will win?” The question presupposes an answer, so “straightaway that presupposition comes into existence” (Lewis, 1979, 339). The question prioritizes answers of the form $x$ wins; it’s a way of saying, “Don’t worry too much about being wrong about who’ll win—just tell me what you’re inclined to think.”

Formally, it makes the penalty $F_{x\text{ wins}}$ (of falsely believing that someone will win) less extreme. This has the effect of lowering the threshold for propositions of the form $x$ wins. Since the question presupposes an answer, it adjusts them (within reason) until it gets one. In particular, once $F_{x\text{ wins}}$ shrinks from $-2$ to $-0.923$, the threshold becomes $\frac{923}{1+923} < .48$—I now believe Steve wins. According to epistemic utility theory, that’s how asking the question “Who do you think will win?” can lead me to truly say, “I think Steve will win,” despite the fact that I’m less than $\frac{1}{2}$ confident of it. That’s Case 1.

Case 2 is similar. Here Steve has 480 tickets but Peterson has the remaining 520. At first I don’t believe of either that they’ll win. When you ask, “Who do you think will win?” the same mechanism kicks in, lowering $F_{x\text{ wins}}$ until it gets an answer. But this time around they only need to be shifted until the threshold for $x$ wins drops below

\textsuperscript{14} Worry: is our Lockean result still substantive if it allows variation in the threshold? Yes—see §4.
3.1 Beyond Extensionality

.52, for then I can truly respond, “I think Peterson (not Steve) will win.” So there’s no need to drop the threshold below .48.

In fact, it couldn’t drop that low. If it did, I’d believe both that Peterson will win and that Steve will win (= Peterson won’t win). Yet epistemic utility theory won’t allow me to believe both $p$ and $\neg p$—even once we allow the threshold to fall below $\frac{1}{2}$.

Recall that this comes from the Conservativeness constraint that rational agents have “more to lose than to gain” in becoming opinionated on a given proposition. Originally this said that the value of truly believing something is smaller than the disvalue of falsely believing it: $|T| < |F|$. But now that we have proposition-dependence, the value of getting $p$ right or wrong ($T_p$ or $F_p$) might be different than the value of getting its negation right or wrong ($T_{\neg p}$ or $F_{\neg p}$). Which one you’ll get will depend on whether $p$ or $\neg p$ is true; our constraint should guarantee that either way you should be conservative. If $p$ is true, becoming opinionated will yield either $T_p$ or $F_{\neg p}$, depending on whether you believe $p$ or $\neg p$. And if $\neg p$ is true, becoming opinionated will yield either $T_{\neg p}$ or $F_p$. Thus **Variable Conservativeness** requires these values to be coordinated: $|T_p| < |F_{\neg p}|$ and $|T_{\neg p}| < |F_p|$.

This guarantees that when an inquiry prioritizes $p$ (makes $T_p$ larger or $F_p$ smaller), it thereby deprioritizes $\neg p$ (makes $F_{\neg p}$ larger or $T_{\neg p}$ smaller, respectively). Thus whenever the threshold for $p$ drops below $\frac{1}{2}$, the threshold for $\neg p$ raises correspondingly above $\frac{1}{2}$. So even when believing with below $\frac{1}{2}$ probability, it’ll never be rational to believe both $p$ and $\neg p$.

**Proposition 3.** Given Variable Conservativeness and Corollary 2, if the threshold for $p$ is $t$, then the threshold for $\neg p$ is greater than $1 - t$. Thus it never maximizes expected utility to believe both $p$ and $\neg p$.

Upshot: epistemic utility theory doesn’t merely motivate proposition- and context-dependence in the abstract—it provides a concrete model of particular cases of it, without leading to bad results.

More: we can use this model to help inform our semantic theorizing. Here I’ll just sketch a few applications.

**Observation:** Return to Case 1 where Steve has 480 tickets and 520 others have 1 ticket each. As already noted, if you ask “Who do you think will win?” I’ll answer “I think Steve will win.” But if instead you ask, “Do you think Steve will win or lose?” I’ll answer “I think he’ll lose.”

**Explanation:** Different questions set different contextual priorities. In particular, asking “Do you think Steve will win or lose?” sets equal (dis)value to getting *Steve wins* and *Steve loses* right (wrong), so $T_{Steve\ wins} = T_{Steve\ loses}$ and $F_{Steve\ wins} = F_{Steve\ loses}$. Since your question presupposes an answer, I believe the one with higher probability— namely, *Steve loses.*
3.2 Beyond Separability

Observation: In Case 3 Steve has 5 lottery tickets and there are 995 other people with one ticket each. If you ask, “Who do you think will win?” I’ll respond, “I have no idea!” As Yalcin (2010) and Hawthorne et al. (2016) observe, this means that we can’t explain Case 1 (where Steve has 480 tickets) using the fact that he’s the most likely to win—for that holds in Case 3 as well.

Explanation: Epistemic utility theory predicts this. For it’s much easier to shift contextual priorities to get the threshold for \( x \) wins down to 0.48 than to get the threshold down to 0.005—the former merely requires \( |F_x| \) to be a bit less than \( |T_x| \), while the latter requires it to be almost two hundred times less \( \left( \frac{1}{199} \right) \). So in Case 3 if you ask simply, “Who do you think will win?” it’s reasonable to assume that you’ve made a mistake about the likelihoods, rather than request such an extreme change in priorities.

Observation: But you can make clear that such extreme changes are what you’re asking for. If in Case 3 you ask, “I just want your best guess—who do you think will win?” I’ll respond, “Steve, I guess.”

Explanation: Saying “I just want your best guess” is a way of forcing the penalty \( F_x \) for a false belief very low, so in this case I do accommodate your presupposition.

Upshot: dropping Extensionality is well-motivated, and doing so fits epistemic utility theory with natural language considerations to offer a new picture of belief—a version of proposition- and context-dependent Lockeanism. On this picture, your beliefs are your best guesses—your best shots at the truth—in response to the contextual priorities you face. Moreover, our two approaches are mutually illuminating. The thresholds epistemic utility theory generates from the (dis)values of true (false) beliefs help to predict, model, and explain patterns in natural language belief-ascriptions. Conversely, the natural-language phenomena of presupposition accommodation and question-setting help to explain how the (dis)values of true (false) beliefs are modulated by contextual priorities. Though many questions remain, we can see that this new picture might benefit both epistemology and semantics.

3.2 Beyond Separability

Dropping Extensionality is progress, but the real bugbear is Separability—the assumption that the value of a belief-state is the sum of the value of its parts. It seems to contradict epistemic holism (Joyce, 2009, §5); so can holists avoid our Lockean picture? No. So long as we retain the core assumptions of epistemic utility theory, dropping Separability yields the same results. More precisely: Assuming (1) a non-arbitrariness condition on beliefs, (2) Accuracy First, and (3) Maximize Expected Utility, we still get Lockeanism. (We must now get unavoidably technical; if you trust me on the details, feel free to skim/skip this section.)
Begin by granting the objector what he wants: $U$ depends on Rachael’s current belief-state $B_0$ (to capture the sense in which it matters what other beliefs she holds), and the value (accuracy) of any given belief-state $B$ cannot be broken down into the value of the various propositions it contains. This blocks the straightforward route to Lockeanism we’ve been using.

Nevertheless, we can be devious. Accuracy First ensures that the space of doxastic alternatives is open for exploration—it makes sense to compare the value of Rachel’s current belief-state $B$ with another state $B_1$ that adds a belief in $p$ ($B_1 = B_0 \cup \{p\}$). On our current supposition, the value of these two belief-states will depend on what her current beliefs are. Nevertheless, by the existence of an accuracy metric, there will be some function $U_{B_0}$ that assigns values to them. The value of her current belief-state $B_0$ (relative to her beliefs $B_0$) is simply $U_{B_0}(B_0, P, w)$. The value of $B_1$ can be divided into three cases. (i) If $B_1 = B_0$ (because $p \in B$ already), then its value is identical to $B_0$’s: $U_{B_0}(B_1, P, w) = U_{B_0}(B_0, P, w)$. (ii) If $B_1 \neq B_0$ and $p$ is true then $B_1$ adds one true belief to $B_0$, so $B_1$ will have a higher score: $U_{B_0}(B_1, P, w) > U_{B_0}(B_0, P, w)$. Since $U_{B_0}$ is a real-valued function, there must be some $t > 0$ such that $U_{B_0}(B_1, P, w) = U_{B_0}(B_0, P, w) + t$. Write $t$ as $T^B_p$—the value, relative to $B_0$, of adding a true belief in $p$. (iii) Finally, if $B_1 \neq B_0$ and $p$ is false then $B_1$ adds one false belief to $B_0$. By parallel reasoning, there will be some number $f < 0$ such that $U_{B_0}(B_1, P, w) = U_{B_0}(B_0, P, w) + f$. Write $f$ as $F^B_p$—the disvalue, relative to $B_0$, of adding a false belief in $p$. Combining (i)-(iii), we’ve derived this special case accuracy-comparison between $B_0$ and $B_1$:

$$U_{B_0}(B_1, P, w) = \begin{cases} 
U_{B_0}(B_0, P, w) & \text{if (i) } B_1 = B_0 \\
U_{B_0}(B_0, P, w) + T^B_p & \text{if (ii) } B_1 \neq B_0 \text{ and } p \text{ is true} \\
U_{B_0}(B_0, P, w) + F^B_p & \text{if (iii) } B_1 \neq B_0 \text{ and } p \text{ is false}
\end{cases}$$

It’s crucial to emphasize that this assumes only that $U_{B_0}$ is well-defined. Since the value of the move from $B_0$ to $B_1$ depends on the beliefs Rachael already has, there’s no way to “string together” applications of this constraint to recover Separability.$^8$

However, more deviousness. Accuracy First allows Rachael to arrive at her final belief-state $B_n$ in sequence—starting from nothing ($B_0 = \emptyset$) and deciding whether to add each proposition in some sequence $p_1, ..., p_n$. (She needn’t actually go through this process. The point is not that she can form beliefs one at a time, but that she can assess the value of each state $B_{i+1}$ from the perspective of a less opinionated $B_i$. The process may be purely imaginative—but for illustrative purposes I’ll talk as if she actually goes through it.) By Maximize Expected Utility, her final state $B_n$ will be rational only if she maximizes her expectation at the previous stage $B_{n-1}$. Given our constraint on $U_{B_0}$, this leads to an (uninteresting) special case of Lockeanism: if she forms beliefs in this sequence, then Maximize Expected Utility ensures that the final proposition $p_n$ has a
threshold necessary and sufficient for belief. Formally:

**Proposition 4.** Given a non-separable $U_B$, that is belief- and proposition-dependent and a belief-sequence $p_1, ..., p_n$, then $B_n$ maximizes expected utility wrt $B_{n-1}$ only if:

(i) If $p_n \in B_n$, then $Cr(p_n) \geq \frac{-F^{B_{n-1}}_{p_n}}{F_{p_n} - F_{p_{n-1}}}$

(ii) If $p_n \notin B_n$, then $Cr(p_n) \leq \frac{-F^{B_{n-1}}_{p_n}}{F_{p_n} - F_{p_{n-1}}}$

Though this is a way for Rachael to form beliefs, it’s an uninteresting special case. But—and here’s the kicker—intuitively it shouldn’t matter what sequence Rachael forms her beliefs in, or whether she does so in any sequence at all. In the special case where she forms her beliefs sequentially, how could renumbering the propositions make a difference to what it is rational to believe? That’d be like changing the numbering of the questions on a test and thereby changing which answers are reasonable to give. That shouldn’t happen; hence the following constraint:

**Sequence-Irrelevance:** Holding fixed all other factors, rational constraints on beliefs are not affected by the sequence (if any) in which they are formed.

Sequence-Irrelevance is stated in terms of rationality—not expected utility. Everyone should accept it. To deny it is to allow that rational belief is to a surprising extent an arbitrary affair—it depends on Rachael’s choices about how and when and whether to consider various questions. Suppose it’s not rational for her to believe in God, yet she thinks she’d be happier if she did. If Sequence-Irrelevance fails, it’s possible that she could design a sequence that makes it rational for her to believe. That’s not possible. So Sequence-Irrelevance is true.

But now it turns out that denying Separability has gained us nothing: Sequence-Irrelevance turns the uninteresting Proposition 4 into a substantive Lockean result.

**Proposition 5.** Given Sequence-Irrelevance and a (non-separable) $U_B$, that is belief- and proposition-dependent, there are belief-independent values $T_p$ and $F_p$ for each proposition such that $B$ is rational only if:

(i) If $p \in B$, then $Cr(p) \geq \frac{-F_p}{T_p - F_p}$

(ii) If $p \notin B$, then $Cr(p) \leq \frac{-F_p}{T_p - F_p}$

That is, we return to a variable (normative) Lockean Thesis: Rachael is rational only if, for each proposition $p$, she believes $p$ iff $p$ is above a given threshold of credence.

The connection between epistemic utility theory and the Lockean Thesis is robust. Even a minimal version of the theory—which relies only on the existence of $U$, Maximize Expected Utility, and Accuracy First—leads to Lockeanism. Moreover, recall that these are all core assumptions of the theory: the first comes from the existence of an accuracy-
metric, the second from the norm to promote accuracy by your own lights, and the third from the attempt to systematically derive rational norms from such considerations. Of course, once we drop Separability the result also relies on Sequence-Irrelevance. But this assumption is plausible, and—perhaps more importantly—it shows that dropping Separability is not the way to respect our holist commitments. After all, no holist ever thought that the insight of their position is that the order in which you consider propositions affects what you ought to believe. So if there’s a tension between epistemic utility theory and holism—and I’m not saying that there is—it’s somewhere in the core assumptions of the theory, not in Separability (contra Joyce 2009, §5).

Upshot: the bare epistemic utility framework—the simple idea that beliefs are valuable if true and disvaluable if false—is enough to generate our new Lockean picture.

4 Significance?

It’s been a long road. We took a fresh look at belief through natural language data—Lockeanism looked natural. We developed an approach to the issue through epistemic utility theory—Lockeanism looked inevitable. We realized that natural language uses a variable threshold for belief—and found that epistemic utility theory helps explain why. We showed that these results are robust—they follow from the core of the epistemic utility approach. We are almost home.

But wait. Does something smell fishy? A normative Lockean Thesis says that high credence is necessary and sufficient for rational belief. For a fixed threshold this claim is clear and substantive. It is also false—hence our move to variable Lockeanism. But has this move sapped our conclusion of content? We say that for each proposition-context pair, there’s a threshold necessary and sufficient for rational belief. Does that say anything at all? Give me any profile of beliefs you like, and it looks like I’ll be able to give you a function from contexts-and-propositions to thresholds that fits it. You believe It’ll rain and snow but not It’ll snow? No problem: set the threshold for the conjunct higher than that for the conjunction. You believe in glosons on Mondays, but not on Tuesdays? No problem: set the threshold low for Monday-contexts and high for Tuesday-contexts. Etc. Conclusion: Our (normative) variable Lockean Thesis is no thesis at all! Right?

Wrong. Granted, on its own normative variable Lockeanism says very little. But our Lockeanism doesn’t stand alone—so it says quite a bit.

Reason number one: as we’ve seen, epistemic utility theory and natural language considerations provide a story for how the Lockean thresholds are set. They come from the (dis)values of true (false) beliefs, which in turn are modulated by contextual priorities and subject to formal constraints (like Variable Conservativeness). The picture
that emerges is that your beliefs are your best guesses at the truth in response to the contextual priorities you face.

If this is correct, beliefs play a fundamentally different role than is suggested by the theories of belief discussed in §1.1. For Rachael’s best guess—what she thinks—is that it’ll rain (based on the 70% chance); that you’ll like the starfruit (since most people do); and that Steve will win the lottery (since he has 480 tickets). But in doing so she doesn’t rule out that it’ll be sunny (contra Hintikka 1962); she has merely statistical evidence (contra Buchak 2014); she doesn’t aim at knowledge (contra Williamson 2000); it wouldn’t be abnormal if you don’t like starfruit (contra Stalnaker 2006; Smith 2016; Goodman and Salow forthcoming); she wouldn’t use Steve’s winnings as a premise in her reasoning (contra Frankish 2009; Ross and Schroeder 2014); and conditionalizing on these beliefs would radically change her behavior (contra Weatherson 2005). Upshot: the normative, variable Lockean Thesis that emerges from epistemic utility theory and natural language considerations provides reason to rethink the role that beliefs play in reasoning and inquiry. What we’ve said is significant.

And we can say more.

4.1 Normative Metaphysics

Reason number two: our normative result sets up a metaphysical conclusion.

Begin with a parable. Billy is an up-and-coming philosopher of mind who tells us there’s a heretofore undiscussed, irreducible mental attitude had by most agents—he calls it ‘thredence’. When asked to explain, he replies:

“The main effect of a thredence that \( p \) is to make it reasonable to take bets on \( p \) that have roughly 2-1 odds; to say \( \text{⌜ probably } \neg p \text{⌝} \); etc. In fact, you have a thredence that \( p \) iff you have a credence that \( p \) in the \([0.3, 0.4]\) range.”

Billy is silly, I hope you agree? Thredence is not a new attitude at all—Billy has simply coined a new term for picking out a particular range of credence.

The point of the parable is a methodological one about positing and individuating mental attitudes; call it my Pragmatist Premise. It says that the primary reason for positing such attitudes is the explanation, prediction, and rationalization of the dynamics of rational agents. It’s a form of functionalism: mental attitudes earn their keep in our metaphysics of mind by playing a functional role in the life of an agent. After all, it’s not as if we’re going to open up the heads of agents and find beliefs, credences, and desires. We know exactly what we’ll find—neurons and synapses; the point of attitude ascriptions is to characterize the dynamics these underlying mechanisms give rise to. The picture is one on which

Rational creatures are essentially agents. Representational mental states should be understood primarily in terms of the role that they play in the characterization and explanation of action... And, according to this picture, our conceptions of
beliefs and of attitudes pro and con are conceptions of states which explain why a rational agent does what he does. (Stalnaker, 1984, 4)

So the problem with Billy’s “thredences” is that positing them as an irreducible attitude doesn’t do anything for us. Facts about thredences can simply be “read off” of facts about credences: if you’re between .3-.4 confident, you have a thredence; and if not, then not. We can give all the same explanations of the dynamics of rational agents in terms of credences, without the middle-man. Conclusion: there is no irreducible attitude of so-called “thredence.”

You know where this is headed. Given our Lockean results, the Pragmatist Premise allows us to conclude something similar about beliefs. Epistemic utility theory entails that—at least for rational agents—positing beliefs as an irreducible attitude doesn’t do anything for us. Facts about beliefs can be simply “read off” of facts about credal states and contextual priorities: if you’re at least so-and-so confident, then you believe; and if not, then not. We can give all the same explanations of the dynamics of rational agents in terms of credences, without the middle-man. Conclusion: at least for rational agents, there is no irreducible attitude of so-called “belief.” This is how we’ll try to pull a metaphysical rabbit out of a normative hat. I anticipate resistance.

Objection: The result holds only for ideal agents. Non-ideal ones still need beliefs.

Reply: Not so. Granted, ideal agents are easy. Their credences and utilities are numerically precise, and they always maximize expectations. Granted, non-ideal agents are messy. Their credences and utilities are rough, and they sometimes make poor decisions—even by their own lights. But how to model, understand, and explain such imperfections is a wide-open question. If we had compelling reason to invoke (irreducible) beliefs to explain the quirks of non-ideal agents, then my reductive proposal would be a non-starter. But we don’t: beliefs are neither necessary nor sufficient to do the needed explanatory work. Not sufficient because beliefs can’t explain all our non-ideal behavior: witness the fact that my indifference to a bet is maintained even after you add $1 to the payout. Sharp credences plus beliefs wouldn’t explain that—to do so, we’ll need to say I have (something like) interval-valued credences. But once we make that move, adding beliefs to non-ideal agents is no longer even necessary to explain my non-ideal behavior.

Here’s why. Invoking interval-valued credences is an instance of a much more general strategy for modeling and explaining non-ideal agents: using collections of ideal doxastic states to do so. One form this takes is fragmentation: when Steve seems to think both that Main Street runs north-south and that it runs east-west, model him as having two fragmented doxastic states—one with each belief, but neither with both (Lewis 1982; Stalnaker 1984; Rayo 2013). A second form is imprecise attitudes: an agent’s degrees of belief and values are represented with sets of sharp credence and utility functions.
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We can easily imagine variations on this theme; the general idea is that our models and explanations of non-ideal agents should be continuous with those of ideal ones. This approach has much more flexibility than simply adding beliefs to non-ideal agents.

Moreover, it vindicates our metaphysical reduction. At a high level: since our idealized explanations don’t invoke beliefs, neither should our non-idealized ones. More concretely: say we’re using a set $D$ of ideal doxastic states to represent my non-ideal one. Though it can be tricky to figure out how exactly to infer the properties of my non-ideal state from the members of $D$, if all of the members of $D$ have some (appropriate) property, then my state does as well. (Example: all members of $D$ are more confident of $p$ than $q$; therefore I am more confident of $p$ than $q$.) But given that our Lockean result holds for the ideal states in $D$, the Pragmatist Premise entails that none of those states will have beliefs. So there are no (irreducible) beliefs in $D$, which is what models and explains my non-ideal state. Thus there are no (irreducible) beliefs in me. The reduction should extend to non-ideal agents.

Objection: Our theorems don’t guarantee that credences fully determine beliefs, since when Rachael’s credence is exactly at the threshold $Cr(p) = \frac{F_p}{T_p}$ both believing and not believing maximize expectations.

Reply: The key word is ‘exactly’. It will be very rare for propositions to have exactly the right level of credence—and when they do, it will be a fleeting and fragile state. Any $\epsilon > 0$ perturbation in either direction of Rachael’s credence—perhaps due to tiny bits of new evidence, or micro-adjustments in response to old evidence—will break the equality. Likewise for any $\epsilon > 0$ perturbation in the (highly contextually variable) values of $T_p$ and $F_p$. Upshot: irreducible beliefs’ only degrees of freedom are fragile, fleeting, and few and far between—so they won’t play any meaningful explanatory role. The Pragmatist Premise sweeps them away.

Objection: Beliefs can’t be reduced to credences, since they have different normative contours. A belief is either completely right (if true) or completely wrong (if false), whereas the state of having credence above a threshold always falls in between (cf. Fantl and McGrath, 2010, 141).

Reply: Differing normative contours do not imply non-reduction—they may simply reflect different modes of evaluating the same underlying state. Example: the best grade you can get on the test is an $A$; the best score you can get is a 100. Rachael got an $A$ by getting a 98. In one sense, she did as well as possible—the options are $A, B, C, ...$, and she got an $A$. In another sense, she could have done better—the options are 100, 99, 98, ..., and she got a 98. But this doesn’t show that grades are irreducible to scores! It just shows that, given a test, we can evaluate the outcome in two different ways: by asking,

\footnote{“Appropriate” to rule out, say, the property of being ideal.}
“Did she get the highest grade?”; or by asking, “Did she get the highest score?”

Likewise: the most accurate *belief* you can have is a belief that it’ll rain; the most accurate *credence* you can have is credence 1. Rachael believes it’ll rain by having a credence of .98. In one sense, she’s as accurate as possible—the options are believing *Rain*, ¬*Rain*, or neither, and she believes *Rain*. In another sense, she could have been more accurate—the options are credence 1, .99, .98, ..., and she has .98. But this doesn’t show that beliefs are irreducible to credal states. It just shows that, given a doxastic state, we can evaluate its accuracy in two different ways: by asking, “Did she have the most accurate belief?”; or by asking, “Did she have the most accurate credence?”

**Objection:** Beliefs play all sorts of theoretical roles that high credence can’t.

**Reply:** Do they? My main claim is about beliefs—that is, about the attitude that the word ‘belief’ refers to in the natural language we’re using to have this debate. The picture that emerges: you believe whatever you’re sufficiently confident in—and in some contexts ‘sufficient’ need not be very confident at all. Your beliefs are your *best guesses* (in context). So natural-language and epistemic utility theory suggest that belief is not, after all, what fills these theoretical roles.

That’s what a traditional, Bayesian Lockean must say. Many do. You might think that’s all *any* Lockean must say—namely, that knowledge-theoretic and traditional epistemology have to fall by the wayside. But you’d be wrong. Less radical Lockeans must simply show how credal states can play the desired theoretical roles. As mentioned at the beginning, we require an attitude towards *p* that...

1. ...is what rules out ¬*p*;
2. ...is the inner form of assertion;
3. ...is governed by a knowledge norm;
4. ...is what you rely on (full stop) as premises in reasoning; and
5. ...is what you could conditionalize on without affecting your behavior.

Granted: our Lockean beliefs cannot play these roles. But here’s a state that can: being sure, or being certain, or having credence 1, or taking for granted, or taking yourself to know—all the same (context-sensitive) state; all the same (context-sensitive) roles. Though I can’t adequately defend that claim here, I follow the proposals of Clarke (2013) and Greco (forthcoming)—modulo their use of ‘belief’. To get a feel for the position, consider: (1) If you rule out the possibility that it won’t rain, then all the open possibilities are ones in which it will—you’re sure it’ll rain. (2) “It’ll rain but I’m not sure it will” has a Moore-paradoxical ring to it (cf. Hawthorne et al., 2016, 1395). And if you assert “It’ll rain” (outwardly or inwardly), you update the common ground to include only rain-worlds; but the “common ground” in your head is what you distribute credence over—so you must be sure it’ll rain. (3) Another Moore-paradoxical line: “I don’t know if it’ll rain, but I’m sure it will.” (4)/(5) And what things can you
rely on full stop, or conditionalize on, without going beyond your information? The things you’re already certain of, of course! In short, Lockeanism does have the resources to fill the desired theoretical roles. We need not look beyond credence—we simply need look to the top of the scale.

**Puzzle:** The attitude that plays these theoretical rules (*ruling out, being sure, what have you*) is not Lockean. Yet all we assumed about beliefs was that they get scored with a categorical accuracy metric—so won’t our results show that *ruling out* (etc.) is Lockean too?

No. This puzzle illustrates a deep point about our results, which I owe to [XXX]. The crucial fact they rely on is that beliefs fall on a coarsely categorized scale: disbelief–suspension–belief. This means that—whatever the underlying metric of estimation, whatever the underlying values—there will be threshold points at which it becomes worth the risk to “plump” for the strongest attitude. In stark contrast, *being sure* falls on a *continuous* scale of credences: you can always hedge your bets with an intermediate-valued credence, so you never need to “plump” for the strongest attitude. Here’s the deep point: this structural contrast is fully general. Whatever the attitude of *ruling out* amounts to, our results show that ruling out $p$ and ruling out $\neg p$ must fall on the extreme ends of a continuous range of attitudes—on pain of Lockeanism. Conclusion: whatever attitude plays these all-important theoretical roles, it must fall amongst a continuum of attitudes that are eerily reminiscent of degrees of confidence.

### 5 Beyond Belief

Home, at last. The first claim I’ve argued for is a conditional: if you like the basics of epistemic utility theory, then you’re committed to some version of Lockeanism. The second is that this result meshes with natural language to offer a proposition- and context-sensitive Lockean picture: beliefs are your best guesses in response to contextual priorities. The third is that it further supports a metaphysical reduction of belief to credence: your beliefs (best guesses) just are the things you’re sufficiently confident in.

I find these results compelling. The reason is that we have these two disparate sources of considerations—natural language data and epistemic utility theory—that converge and cohere around a particular picture of belief. On its own, neither would force our hand. Natural language might be thought too commonsensical to address theoretical questions about our epistemic life. Epistemic utility theory might be thought too theoretical to address commonsense questions about what we “think.” It is the confluence of these two sources that warrants our attention—and, perhaps, our conviction.

Suppose it gets them. Why care about beliefs, on the resulting picture? In one sense, we philosophers should care less than we have, for it turns out beliefs don’t play the
key theoretical roles that they are often thought to—credences have supplanted them. Instead, the philosopher’s notion of ‘outright belief’ is a mongrel, mixing the natural language state of “sufficient confidence” with the philosophically important state of being sure. Much confusion has arisen, I think, from invoking one state to play both roles. At the very least, then, we should care about beliefs so that we know what they are not.

In another sense, though, we should care about beliefs just as much as we always have. We do care about what people think—about what they’re sufficiently confident in (in context)—and that’s no mystery. Consider: being “flat” reduces to being flat enough (in context); being “busy” reduces to being busy enough (in context); and being “heavy” reduces to being heavy enough (in context). But none of these concepts are less important for that—to the contrary! We care about whether the roads we drive on are flat, the semesters we teach are busy, and the boxes we lift are heavy. Sure, there are more extreme questions we could ask—Are they completely flat? Are they extremely busy? Are they very heavy? But usually we don’t—“flat” is flat enough. Likewise: believing a proposition reduces to being sufficiently confident in it (in context). We care about whether the forecaster is confident of rain, the congresswoman believes in climate change, and our colleagues think we smell. Sure, there are more extreme questions we could ask—Is he certain it’ll rain? Is she convinced of climate change? Are they sure we smell? But usually we don’t—“sufficiently confident” is confident enough. It’s no more mysterious why we talk about (contextually variable) sufficient confidence than why we talk about (contextually variable) sufficient flatness. And it’s no less obvious why we care.\footnote{Thanks to [XXX] for feedback; as well as audiences at [XXX] for helpful discussion.}

6 Appendix

Theorem 1. (Easwaran, 2016, §3.2) Given a \( \mathcal{U} \) that is separable and extensional, a belief-state \( \mathcal{B} \) maximizes expected utility iff, for all \( p \):

(i) If \( p \in \mathcal{B} \), then \( Cr(p) \geq \frac{-F_T}{F_T} \)

(ii) If \( p \notin \mathcal{B} \), then \( Cr(p) \leq \frac{-F_T}{F_T} \)

Proof. Recall that Extensionality\( \mathcal{B} \) ensures that our scoring rule for \( \mathcal{B} \) wrt a single proposition \( \{p\} \) gives \( T, F, 0 \) depending on whether \( p \) is truly believed, falsely believed, or not believed. We can combine this with Separability\( \mathcal{B} \) to recover a scoring rule for an arbitrary set of propositions \( P \). In particular, we have \( \mathcal{U}(\mathcal{B}, P, w) = \sum_{p_i \in P} \mathcal{U}(\mathcal{B}, \{p_i\}, w) \), i.e. the sum of \( T \)s, \( F \)s, and \( 0 \)s got by our local scoring rule wrt each \( p_i \). Letting \( \bar{w} \) be the set of true propositions at \( w \), we can partition \( P \) into those the propositions believed truly at \( w \) \( (P \cap \mathcal{B} \cap \bar{w}) \), those believed falsely at \( w \) \( ((P \cap \mathcal{B}) - \bar{w}) \), and those not believed
Suppose each member of \( P \cap B \cap \bar{w} \) adds \( T \) value, each member of \( (P \cap B) - \bar{w} \) adds \( F \) disvalue, and each member of \( P - B \) adds 0. Hence our global scoring rule:

\[
U(B, P, w) = T|P \cap B \cap \bar{w}| + F|(P \cap B) - \bar{w}|
\]

\( \Rightarrow \): Suppose \( B \) maximizes expected utility (wrt the whole algebra \( \mathcal{P} \)). Taking an arbitrary \( p \), first suppose (i) \( p \in B \). Then for \( B^- = B - \{p\} \) we have \( ExU(B, \mathcal{P}) \geq ExU(B^-, \mathcal{P}) \).

Now,

\[
ExU(B, \mathcal{P}) = \sum_{w_p \in p} (Cr(w_p) \cdot U(B, \mathcal{P}, w_p)) + \sum_{w_p \in \neg p} (Cr(w_p) \cdot U(B, \mathcal{P}, w_p))
\]

Since \( p \in B \), it gets \( T \) for \( w_p \)-worlds and \( F \) for \( w_p \)-worlds:

\[
= \sum_{w_p \in p} (Cr(w_p) \cdot U(B, \mathcal{P} - \{p\}, w_p) + T)) + \sum_{w_p \in \neg p} (Cr(w_p) \cdot U(B, \mathcal{P} - \{p\}, w_p) + F))
= ExU(B, \mathcal{P} - \{p\}) + (Cr(p)T + Cr(\neg p)F)
\]

Note that since \( B \) and \( B^- \) agree on all propositions in \( \mathcal{P} - \{p\} \), we have \( ExU(B, \mathcal{P} - \{p\}) = ExU(B^-, \mathcal{P} - \{p\}) \). And since \( p \notin B^- \), \( U(B^-, \{p\}, w) = 0 \) at all worlds, hence \( ExU(B^-, \mathcal{P} - \{p\}) = ExU(B, \mathcal{P}) \).

Combining these equations with (1) yields:

\[
ExU(B, \mathcal{P}) = ExU(B^-, \mathcal{P}) + (Cr(p)T + Cr(\neg p)F)
\]

Since \( ExU(B, \mathcal{P}) \geq ExU(B^-, \mathcal{P}) \), we know \( Cr(p)T + Cr(\neg p)F \geq 0 \). This holds iff \( Cr(p)T + (1 - Cr(p))F \geq 0 \), which simplifies to \( Cr(p) \geq \frac{F}{1 - F} \), as desired.

Next, if (ii) \( p \notin B \), then parallel reasoning yields that for \( B^+ = B \cup \{p\} \):

\[
ExU(B^+, \mathcal{P}) = ExU(B, \mathcal{P}) + Cr(p)T + Cr(\neg p)F
\]

Since \( ExU(B^+, \mathcal{P}) \leq ExU(B, \mathcal{P}) \), we know \( Cr(p)T + Cr(\neg p)F \leq 0 \), and parallel reasoning gives the result that \( Cr(p) \leq \frac{-F}{1 - F} \), as desired.

\( \Leftarrow \): Suppose (i) and (ii) hold and, for reductio, that \( B \) does not maximize expected utility. So there is a \( B^* \) such that \( ExU(B^*, \mathcal{P}) > ExU(B, \mathcal{P}) \). By Separability \( B \) there must be a \( p \) such that \( ExU(B^*, \{p\}) > ExU(B, \{p\}) \). If \( p \) is in both or neither of \( B, B^* \) this is impossible. So either (1) \( p \in B^* \) and \( p \notin B \), or (2) \( p \notin B^* \) and \( p \notin B \). If (1) since \( p \notin B \) then by (ii) \( Cr(p) \leq \frac{-F}{1 - F} \). But by supposition \( 0 = ExU(B, \{p\}) < ExU(B^*, \{p\}) = Cr(p)T + Cr(\neg p)F \), which implies that \( Cr(p) > \frac{-F}{1 - F} \). Contradiction. If (2) \( p \notin B^* \) and \( p \in B \), then by (i) \( Cr(p) \geq \frac{-F}{1 - F} \); yet parallel reasoning shows that our supposition requires \( Cr(p) < \frac{-F}{1 - F} \). Contradiction again; so we reject our hypothesis. \( \square \)

**Corollary 2.** (Easwaran, 2016, §G.2) Given a \( U \) that is proposition-dependent and separable, a belief-state \( B \) maximizes expected utility iff, for all \( p \):
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(i) If \( p \in \mathcal{B} \), then \( \text{Cr}(p) \geq \frac{-F_p}{T_p - F_p} \)

(ii) If \( p \notin \mathcal{B} \), then \( \text{Cr}(p) \leq \frac{-F_p}{T_p - F_p} \)

**Proof.** We begin by partitioning the propositions \( \mathcal{P} \) into equivalence-classes based on the values of \( T \) and \( F: \mathcal{P} = \mathcal{E}_1 \cup \ldots \cup \mathcal{E}_m \), where the \( p, q \in \mathcal{E}_i \) iff \( T_p = T_q \) and \( F_p = F_q \). We then partition \( \mathcal{B} \) into correlative equivalence-classes \( \mathcal{B} = \mathcal{B}_1 \cup \ldots \cup \mathcal{B}_m \) where \( p \in \mathcal{B}_i \) iff \( p \in \mathcal{B} \) and \( p \in \mathcal{E}_i \). Given this, our utility function \( \mathcal{U} \) will be constant across propositions within each \( \mathcal{E}_i \) and \( \mathcal{B}_i \), therefore each \( \mathcal{E}_i \) and \( \mathcal{B}_i \) corresponds to a total set of propositions and a total belief-state used in Theorem 1. By Separability \( \mathcal{B} \), \( \mathcal{B} \) maximizes expected utility for \( \mathcal{P} \) iff each \( \mathcal{B}_i \) maximizes expected utility for \( \mathcal{E}_i \); so \( m \) applications of Theorem 1 yields the result. \( \square \)

**Proposition 3.** Given Variable Conservativeness and Corollary 2, if the threshold for \( p \) is \( t \), then the threshold for \( \neg p \) is greater than \( 1 - t \). Thus it never maximizes expected utility to believe both \( p \) and \( \neg p \).

**Proof.** Recall that Variable Conservativeness states that (a) \( |T_p| < |F_p| \) and (b) \( |T_{\neg p}| < |F_p| \). By Corollary 2, the threshold \( t_p \) at which it maximizes utility to believe \( p \) is \( \frac{-F_p}{T_p - F_p} \), and the threshold \( t_{\neg p} \) at which it maximizes utility to believe \( \neg p \) is \( \frac{-F_p}{T_p - F_{\neg p}} \). We want to show that \( t_{\neg p} > 1 - t_p \). This holds iff

\[
\frac{-F_{\neg p}}{T_{\neg p} - F_{\neg p}} > 1 - \frac{-F_p}{T_p - F_p}
\]

\[
\iff -F_{\neg p}T_p + F_pF_{\neg p} > T_p + (F_p - F_p)
\]

\[
\iff -F_{\neg p}T_p + F_pF_{\neg p} > T_pT_{\neg p} - F_{\neg p}T_p
\]

\[
\iff F_pF_{\neg p} > T_pT_{\neg p}
\]

(1)

Now since \( F_{\neg p} \) and \( F_p \) are both negative, and \( T_p \), \( T_{\neg p} \) are both positive, (1) holds iff

\[
|F_{\neg p}F_p| > |T_pT_{\neg p}|
\]

(2)

By (a) above we have \( |F_{\neg p}| > |T_p| \), and by (b) we have \( |F_p| > |T_{\neg p}| \), thus (2) holds, as desired. That is, if the threshold for \( p \) is \( t_p \), then the threshold \( t_{\neg p} \) for \( \neg p \) is greater than \( 1 - t_p \). **Corollary:** Since \( \text{Cr}(\neg p) = 1 - \text{Cr}(p) \), if \( \text{Cr}(p) \) is above the threshold \( t_p \) to suffice for belief, then \( \text{Cr}(\neg p) \) is below the threshold \( t_{\neg p} \) to suffice for belief, and vice versa. Therefore it never maximizes expected utility to believe both \( p \) and \( \neg p \). \( \square \)

**Proposition 4.** Given a non-separable \( \mathcal{U}_\mathcal{B} \), that is belief- and proposition-dependent and a belief-sequence \( p_1, \ldots, p_n \), then \( \mathcal{B}_n \) maximizes expected utility wrt \( \mathcal{B}_{n-1} \) only if:

(i) If \( p_n \in \mathcal{B}_n \), then \( \text{Cr}(p_n) \geq \frac{-F_{p_{n-1}}}{T_{p_{n-1}} - F_{p_{n-1}}} \)

(ii) If \( p_n \notin \mathcal{B}_n \), then \( \text{Cr}(p_n) \leq \frac{-F_{p_{n-1}}}{T_{p_{n-1}} - F_{p_{n-1}}} \)
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(ii) If \( p_n \notin B_n \), then \( \text{Cr}(p_n) \leq \frac{-F_{p_n}^{B_n-1}}{T_{p_n}^{B_n-1}-F_{p_n}^{B_n-1}} \).

\textbf{Proof.} For convenience relabel \( B_{n-1} \) as \( B^- \), and suppose \( B_n \) maximizes expected \( U_{B^-} \). Relabel \( p_n \) as \( p \), and first suppose (i) \( p \in B_n \). We have:

\[
\text{Ex} U_{B^-}(B_n, \mathcal{P}) \geq \text{Ex} U_{B^-}(B^-, \mathcal{P})
\]

\[
\iff \sum_w [\text{Cr}(w)U_{B^-}(B_n, w)] \geq \sum_w [\text{Cr}(w)U_{B^-}(B^-, \mathcal{P}, w)]
\]

Recall that at a \( p \)-world \( w_p \), \( U_{B^-}(B_n, \mathcal{P}, w_p) = U_{B^-}(B^-, \mathcal{P}, w_p) + T_p^{B^-} \), and similarly at a \( -p \)-world \( w_p \): \( U_{B^-}(B_n, \mathcal{P}, w_p) = U_{B^-}(B^-, \mathcal{P}, w_p) + F_p^{B^-} \). Thus we have the ugliest equations in this paper:

\[
\iff \sum_{w_p} \text{Cr}(w_p)[U_{B^-}(B^-, \mathcal{P}, w_p) + T_p^{B^-}] + \sum_{w_p} \text{Cr}(w_p)[U_{B^-}(B^-, \mathcal{P}, w_p) + F_p^{B^-}]
\]

\[
\geq \sum_w (\text{Cr}(w)U_{B^-}(B^-, \mathcal{P}, w))
\]

\[
\iff \sum_w (\text{Cr}(w)U_{B^-}(B^-, \mathcal{P}, w)) + (\text{Cr}(p)T_p^{B^-} + \text{Cr}(-p)F_p^{B^-})
\]

\[
\geq \sum_w (\text{Cr}(w)U_{B^-}(B^-, \mathcal{P}, w))
\]

\[
\iff \text{Cr}(p)T_p^{B^-} + \text{Cr}(-p)F_p^{B^-} \geq 0
\]

\[
\iff \text{Cr}(p) \geq \frac{-F_p^{B^-}}{T_p^{B^-} - F_p^{B^-}}
\]

as desired. If we suppose it (ii) \( p \notin B_n \), then by parallel reasoning (via parallel ugliness) we’ll arrive at \( \text{Cr}(p) \leq \frac{-F_p^{B^-}}{T_p^{B^-} - F_p^{B^-}} \). \( \square \)

\textbf{Proposition 5.} Given Sequence-Irrelevance and a (non-separable) \( U_{B_i} \) that is belief- and proposition-dependent, there are belief-independent values \( T_p \) and \( F_p \) for each proposition such that \( B \) is rational only if:

(i) If \( p \in B \), then \( \text{Cr}(p) \geq \frac{-F_p}{T_p - F_p} \)

(ii) If \( p \notin B \), then \( \text{Cr}(p) \leq \frac{-F_p}{T_p - F_p} \)

\textbf{Proof.} Take an arbitrary proposition \( p \); we find a \( T_p \) and \( F_p \) for which (i) and (ii) apply to all rational belief-states. Consider a sequence \( p_1, \ldots, p_{n-1}, p \) that puts \( p \) the end and consider any \((n-1)\)-stage belief-state \( B^- \). By Proposition 4, it is a rational constraint on the final belief-state \( B_n \) that both (iii) if \( p \in B_n \) then \( \text{Cr}(p) \geq \frac{-F_p^{B^-}}{T_p^{B^-} - F_p^{B^-}} \) and (iv) if \( p \notin B_n \) then \( \text{Cr}(p) \leq \frac{-F_p^{B^-}}{T_p^{B^-} - F_p^{B^-}} \). But then by Sequence-Irrelevance, this rational
constraint on $B_n$ must be a constraint on all rational belief-states: they all obey (iii) and (iv). That means if we set $T_p = T_p^{S^-}$ and $F_p = F_p^{S^-}$, the desired results (i) and (ii) hold. Since $p$ was arbitrary, the same operation will work for every proposition.
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